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Abstract

No longer just an issue of isolated enterprise, regu
latory or reputational risk for financial institutions, 
compliance failures are indicators of potential sys
temic deficiencies that can frustrate the mission and 
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ethical goals of a firm. What is more, compliance 
failures may impede and compromise a financial 
institution’s ability to deliver core financial prod
ucts and investments. Recent advancements in data 
management and computing capacity have ushered 
in a wave of business technology solutions that rely 
on the power of artificial intelligence (AI) to trans
form vast quantities of data into useful business and 
risk management information. Financial institu
tions utilise these technologies to predict behaviour, 
make decisions, identify threats and meet regula
tory requirements. An unintended consequence of  
the proliferation of Big Data and advanced analyt
ics is the concomitant expansion of AI-driven mod
els that tend to amplify social and economic biases. 
As AI-based technologies expand across compli
ance and risk management functions, they must 
be subject to rigorous examination and testing.  
Robust model governance must be a core compo
nent of every financial institution’s overall risk 
management and corporate governance strategies. 
The extent of a financial institution’s model gover
nance must align with the extent and sophistication 
of its model use. This paper sets out the regulatory 
trends related to AI in compliance and risk man
agement applications and the risks associated with 
inadequate data management, over-automation  
and other risk management oversight failures. The 
possible adverse outcomes are illustrated by means 
of a case study relating to the detection of money 
laundering associated with human traffi cking. Rec-
ommendations for model risk management and 
model governance follow.

Keywords:  artificial intelligence, AI, 
human trafficking, model risk manage
ment, compliance

BACKGROUND
Compliance landscape
Compliance management in banking 
changed dramatically following the finan
cial crisis of 2008. New laws such as the 
Dodd-Frank Wall Street Reform and Con-
sumer Protection Act were passed by the  
US Congress.1 The prudential regulatory 

agencies significantly increased supervision 
and enforcement of regulatory obligations. 
At the same time, a new consumer-focused 
regulator was born in the Consumer Finan-
cial Protection Bureau (CFPB). These 
transformational changes to the financial 
regulatory framework were undertaken 
with the aim of preventing a similar crisis 
from ever occurring again. And, indeed, as 
one respected publication succinctly noted: 
‘[t]en years later, market participants and 
other companies across the globe operate in 
a significantly altered landscape marked by 
heightened regulatory expectations and 
punishing compliance costs, increasingly 
active regulatory and criminal enforcement 
worldwide . . .’2

Regulatory scrutiny zoomed in not only 
on the core operations of these organisations, 
but also on their managers and directors. 
Reform efforts sought to strengthen board 
oversight, position risk management as  
a key board responsibility and to establish 
enhanced supervisory standards for risk 
management at larger institutions.3 This  
regulatory scrutiny, combined with internal 
demands, required financial institutions to 
develop robust, workable compliance man
agement programmes that can account for 
increasingly granular operational and regu
latory requirements, as well as monitoring 
and reporting on compliance with those 
requirements. As the complexity of this task 
has increased, institutions are continually 
seeking more sophisticated risk management 
capabilities. AI is playing an important role 
in helping these institutions to manage and 
analyse large volumes of data.

Algorithms and AI
An algorithm is an encoded procedure — 
basically, a set of rules — used to analyse and 
transform selected input into desired output 
based on mathematical assumptions. They 
can be used to systematically model trends 
and make predictions about future outcomes 
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based on observations about past occur
rences. Algorithms are fuelled by data. 
Traditionally, there have been three major 
challenges to managing large quantities of 
data: ‘the increased Volume of data, the 
increased Velocity with which it is produced 
and processed, and the increased Variety of 
data types and sources’.4 Recent develop
ments in computing power and automation 
are allowing us to better respond to these 
challenges by expanding our capacity to col
lect, store, analyse and transfer data.

An individual algorithm is a static set of 
instructions that carries out a predetermined 
function upon a predetermined set of trig
gers. AI, on the other hand, refers to a 
network of complex and adaptable algo
rithms working to carry out a target function. 
AI systems operate by modifying individual 
algorithms within the network and produc
ing new algorithms when necessary. Capable 
of responding to variations in the informa
tion they encounter and learning to recognise 
new triggers, AI systems are often used to 
replicate human decision making. AI is 
enabling financial institutions to analyse and 
transform vast amounts of data to facilitate 
complex decision making. But the use of AI 
systems can have unintended social, legal  
and regulatory consequences if not designed, 
used and monitored appropriately. These 
unintended consequences of the use of AI — 
particularly those that exacerbate existing 
social and economic biases — can proliferate 
quickly as institutions seek to leverage the 
power of AI at scale. As a result, AI systems 
require careful evaluation in development, 
implementation and use. They also require 
ongoing validation efforts to avoid reputa
tional, legal and regulatory risk.

REGULATORY TRENDS
For financial institutions, the sheer power of 
AI to quickly analyse, interpret and learn 
from data is rivalled only by its versatility. 
Fraud detection teams may leverage AI to 

analyse typical charges to customer credit 
cards to help identify new charges that are 
inconsistent with prior usage and that may  
be indicative of fraud, while anti-money laun-
dering (AML) teams may use AI to identify 
new banking activity that could be associated 
with money laundering. In other cases, busi-
nesses may seek to use AI to evaluate financial 
data and demographic or behavioural  
characteristics to create targeted marketing 
campaigns for their products and services, or 
to make credit or investment decisions.

If an AI tool is not carefully monitored, 
the system may autonomously recalibrate 
fraud detection systems so that they  
routinely decline legitimate customer trans
actions, resulting, at a minimum, in 
customer dissatisfaction and frustration. 
Poor data management principles could, for 
instance, result in an AI system incorrectly 
reading a vendor location of ‘CA’ as Canada 
and tagging a transaction as suspicious, 
rather than correctly reading ‘CA’ as a refer
ence to California, where the transaction 
would not have given cause for suspicion. 
Although it may seem helpful, using an AI 
tool that is not appropriately risk-reviewed 
and supplemented by human oversight may 
result in the incorporation of biased assump
tions and lead to illegal discriminatory 
practices.

Whatever a financial institution’s needs 
may be, there is likely to be some AI- 
powered system advertised as capable of 
meeting them faster and more consistently 
than the institution would otherwise be able 
to do. With AI deployed in so many con
texts, in ways that may affect not only the 
products and services a customer may be 
offered, but also the terms on which they are 
provided, the use of AI was bound to attract 
the attention of legislators and regulators. 
Haunted by the risk management failures 
that contributed to the 2008 financial crisis, 
law makers are focused intently on under
standing how firms manage the risks of AI. 
Financial institutions should fully expect to 
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become the target of supervisory and 
enforcement actions in instances where they 
have failed to implement a reasonable risk 
management framework to address the 
potential risks of AI, particularly in cases 
where consumers have been discriminated 
against or otherwise adversely affected.5

US policy developments
Recent developments indicate increased reg
ulatory attention on the risks associated with 
financial institutions’ reliance on AI. In the 
USA, the National Artificial Intelligence Ini-
tiative Act of 2020 (the AI Initiative) was 
passed as an addendum to the National 
Defense Authorization Act for Fiscal Year 
2021 (the NDAA).6 It provides for a broad 
coordinated effort to accelerate AI research 
across the various instrumentalities of the 
federal government. As part of the AI Initia-
tive, the Director of the Office of Science and 
Technology Policy is coordinating their 
efforts on AI with the Department of Com-
merce, the National Science Foundation and 
the Department of Energy. They are charged 
with establishing an Interagency Committee 
to, among other things, support research on 
the ethical, legal, environmental, safety, 
security, bias and other issues associated with 
the use of AI.7 In addition, the National Insti-
tute of Standards and Technology will be 
empowered to develop best practices and  
voluntary standards for trustworthy AI.8 The 
standards could include establishing common 
definitions and characterisations for ‘explain-
ability, transparency, safety, privacy, security, 
robustness, fairness, bias, ethics, validation, 
verification, interpretability and other prop
erties related to artificial intelligence systems 
that are common across all sectors …’9

The Anti-Money Laundering Act of 
2020 (the AMLA) is also part of the NDAA. 
The AMLA represents the most significant 
change to the USA’s bank secrecy, AML and 
counter-terrorist financing regime since the 
USA PATRIOT Act of 2001, and it includes 

US federal government support for auto
mated compliance processes.10 It also 
addresses serious concerns regarding the 
potential use of AI to commit financial 
crimes. It contains a provision requiring the 
Comptroller General of the United States to 
carry out a study on the role that emerging 
technologies, including AI, can play in 
assisting with, and potentially enabling, the 
laundering of proceeds from human-traf
ficking activity.

In addition to enacted legislation, there 
have been other legislative proposals designed 
to raise awareness of the risks of deploying 
AI. For instance, H.R. 2231, the Algorithmic 
Accountability Act of 2019, would have 
required covered commercial entities to con
duct assessments of their use of high-risk  
systems, including AI, that may contribute to 
bias and discrimination or that make auto
mated decisions, including by evaluating 
consumer behaviours.

Concern with the increasing use of AI 
and its unintended consequences is not lim
ited to the legislative branch. Administrative 
agencies have also undertaken their own 
efforts to ascertain the nature and extent of 
AI usage. In March 2021, federal bank agen-
cies issued an interagency request for 
information on financial institutions’ use of 
AI and machine learning in the provision of 
services to customers and for other business 
or operational purposes.11 The agencies 
sought input from financial institutions and 
private sector stakeholders regarding model 
governance principles, risk management 
approaches and control processes that allow 
financial institutions to deploy AI-enabled 
systems in a manner consistent with overall 
safety and soundness.

Specific risks highlighted in the request 
for information and comment include: an 
inability to explain how AI arrives at its out
comes; limitations of dataset that AI may use 
to identify patterns and correlations in gen
erating predictions; and the ability of AI to 
update itself and evolve without human 
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interaction.12 The agencies are expected to 
use the broad-based input received from the 
request to inform their views on whether 
further supervisory clarification would help 
in aiding financial institutions to use AI in a 
safe and sound manner.13

Non-US developments
Efforts to proactively address the rise of AI 
usage are not limited to those in the USA. In 
the EU, the dearth of comprehensive and 
effectual standards governing the use of data-
driven AI models is emerging as an area of 
major public concern. In April 2021, the 
European Commission released a proposal 
for a regulation, also known as the Artificial 
Intelligence Act, outlining harmonised rules 
on AI with the goal of ‘address[ing] the  
opacity, complexity, bias, a certain degree of 
unpredictability and partially autonomous 
behaviour of certain AI systems, to ensure 
their compatibility with fundamental rights 
and to facilitate the enforcement of legal 
rules’.14 The act specifically addresses AI sys
tems used by regulated financial institutions, 
aiming to ensure synchronous and non-
duplicative enforcement of the proposed 
regulations under the Act, along with the rel
evant rules and requirements under existing 
EU financial services legislation. In the UK, 
the Financial Conduct Authority and the 
Bank of England launched a public and pri
vate sector forum in October 2020 to 
understand the uses and impacts of AI on the 
UK’s financial markets. The forum will hold 
quarterly meetings focused on data, model 
risk management and governance.15

In Asia, the Monetary Authority of Sin-
gapore (the MAS) released a set of principles 
in late 2018 for the responsible use of artifi-
cial intelligence for data analytics (AIDA) in 
product and services decision making.16 The 
MAS cited the heightened potential risk of 
systemic misuse posed by the increasing 
prevalence of AIDA, as compared to human 
decision makers.17 The principles address 

the need to ensure individuals or groups are 
not systemically disadvantaged through 
decisions made by AIDA; that AIDA usage 
aligns with the firm’s ethical standards, val
ues and codes of conduct; that there is 
appropriate internal and external account
ability for the firm’s use of AIDA; and that 
firms are transparent in their usage of AIDA, 
what data is used and how it is used, and the 
consequences of AIDA-driven decisions.18

MODEL RISK MANAGEMENT
AI decision making and decision-facilitating 
systems can be used across an organisation 
and, therefore, can create true enterprise-
wide risk and potentially result in financial 
losses, reputational damage, strategic deci
sion-making failures and customer harm. As 
a result, a strong governance framework is 
essential to ensuring that AI systems are 
developed, validated, implemented, and used 
appropriately. In its most recent ‘Model Risk 
Management Handbook’, the Office of the 
Comptroller of the Currency (the OCC) 
highlights sound AI risk management activi
ties, including: conducting appropriate due 
diligence and risk assessments when AI is 
implemented; ensuring the bank has appro
priately qualified staff to implement, operate 
and control risks associated with AI; having 
an inventory of AI uses across the bank; iden
tifying the level of risk associated with each 
AI usage; establishing clear parameters for the 
use of AI; having a process for effectively val
idating that AI usage results in sound 
outcomes that are not unfair or biased; and 
having effective technology controls.19 A few 
of the risks associated with AI, and practices 
to help manage those, are outlined below.

Model development
Before it is put into use, a model must learn 
to perform its target function through expo
sure to large volumes of training data. One 
of the principal sources of model risk is poor 
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training data management. For example, 
when a model is trained on data collected in 
a manner that is inconsistent with applicable 
law or regulation — or is just wrong — the 
output will be faulty. Also, when a model is 
trained on a dataset that is properly collected 
but does not represent the sector of the pop
ulation that the model will ultimately be 
applied to, it will not perform appropriately. 
For example, it may predict or direct out
comes that harm the intended customers.

Financial institutions must also be aware 
of the confounding effects of biased training 
data during the model development phase. 
This latent bias may originate from cumula
tive error when attempting to teach a model 
to recognise ‘good’ and ‘bad’ outcomes. If, 
for example, a suspicious activity detection 
model is trained on a dataset intended to 
include genuine transaction information, 
that data subset may inadvertently include 
information relating to undiscovered illicit 
financial activity. In such a case, the model 
would ‘learn’ that certain illegal transactions 
are actually acceptable.

While some potential areas of bias may be 
clear or easier to identify, institutions should 
not underestimate the potential for latent 
bias to influence the development of a full 
range of decision making across the com
pany, resulting in continued inequality. In a 
2018 address on the opportunities and risks 
of financial institutions leveraging AI,  
Governor Lael Brainard of the Board of 
Governors of the Federal Reserve System 
cited a reported instance of a company using 
an AI tool to assist in its hiring of software 
developers. Trained on the CVs of prior 
appointees, who were overwhelmingly male, 
the AI tool’s learnings led it to exclude the 
CVs of graduates from two women’s colle
ges.20 Heightened vigilance is necessary to 
identify the potential for latent drivers of bias 
within datasets and also for the possibility 
that a model developer may view some out
come inequalities in a model as simply 
natural and acceptable.

Firms should ensure consistent protocols 
for data collection, processing and structur
ing, and ensure that the target population is 
well represented. Training data protocols 
should address the following: (a) how to 
identify and document the source and prov
enance of data; (b) how to make decisions 
about what data to include or exclude from 
the training datasets; (c) how to define, and 
potentially exclude, non-useful outliers; (d) 
protocols for transforming data in order to 
make it recognisable to the model.

Another critical area of focus for institu
tions in AI risk management is ensuring that 
model development teams do not consist 
solely of those individuals with suffi cient 
qualifications and the skills needed simply  
to build the model. The teams must also 
include business, operations, risk and com
pliance and legal members who can provide 
the necessary insight and knowledge to 
identify and address its potential risks and 
weaknesses. Model developers may have the 
mathematical or programming skills neces
sary to create a model, but it should not be 
surprising if these technical model builders 
do not have a full appreciation of the com
pliance risks, for instance, that a credit 
decisioning model may generate and how 
those risks can be identified and mitigated. 
Institutions should leverage their inventory 
of AI uses and assess their related risks to 
determine the overall skill sets and level of 
input needed to properly assess and manage 
those risks.

Model supervision
Automated systems often cause human value 
judgments to be viewed through the veil of 
abstract computational objectivity, thereby 
alienating them from institutional account
ability structures. But every model is an 
assemblage of ‘institutionally situated code, 
practices, and norms with the power to  
create, sustain, and signify relationships 
among people and data through minimally 
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observable, semiautonomous action’.21 And, 
as with any assemblage of institutional actors, 
human or non human, there are no substi
tutes for the value of experienced human 
decision making. Model supervision failures 
and overreliance on AI systems as the sole 
basis for decision making is another critical 
source of risk.

Human interaction should be a core com
ponent at all stages of model development 
and use. From a corporate governance per
spective, roles and responsibilities and lines 
of reporting within the model risk manage
ment framework should be clearly defined 
by management. Governance should include 
assigning control groups and model owners, 
who are ultimately accountable for develop
ment, implementation and use of each 
individual model. Model risk management 
policies and procedures should also outline 
the types of functions and decisions that 
require human corroboration in the form  
of documentary evidence, certifications, or 
some other artefact to support decisions that 
are made primarily based on model output.

Effective model supervision will require 
more than just the participation of man
agement. Employee training should also 
emphasise that the human actors are respon
sible for policing the algorithms, and not the 
other way around. Employees engaged in 
the development and implementation of the 
model should be instructed to assume the 
fallibility of the model and to flag any issues 
they notice rather than assuming that the AI 
system will detect it or that responsibility for 
identifying issues instead resides with inde
pendent risk management or audit functions. 
This is an important part of creating a cul
ture of compliance across all functions.

Testing and validation
Testing and validation are essential compo
nents of model governance. They allow 
developers to identify instances in which  
a model is failing to perform its target 

function. Model risk management policies 
and procedures should establish standards for 
testing and validation, including the scope 
and frequency of those activities, both before 
models are put into production and on an 
ongoing basis thereafter. Specifically, finan
cial institutions should establish protocols 
for periodic evaluation of the conceptual 
soundness and key underlying assumptions 
of each model using a variety of analyses. 
The required frequency of these validation 
exercises should be determined based on the 
level of risk inherent in the model itself and 
accounting for the risk associated with the 
activities it supports.

The model risk management framework 
should also account for validation of vendor 
models and evaluation of data produced using 
other third-party models. A designated inter
nal party should be responsible for verifying 
that the agreed upon scope of work has been 
completed. The same party should evaluate 
and track identified issues to ensure they are 
addressed. The responsible party can be an 
individual, a project team or a department, 
depending upon the size and applicability of 
the model. Institutions should ensure that all 
necessary authority to inspect the models is 
included in any contracts with third-party 
vendors, particularly with respect to proprie
tary third-party technologies.

Internal audit
If a financial institution relies on AI-driven 
systems, its internal audit function should 
verify that: (a) model owners and control 
groups are complying with policies and pro
cedures; (b) validations are performed in a 
timely manner; (c) models are subject to  
controls that appropriately account for any 
weaknesses in validation activities. They 
should further evaluate processes for estab-
lishing and monitoring limits on model usage 
and determine whether procedures for updat-
ing models are clearly documented. Their 
protocols should include testing whether 
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evaluation procedures are being carried out as 
specified and check that model owners and 
control groups are meeting documentation 
standards. The process should include review-
ing the critical element of risk reporting. 
Finally, they should perform assessments of 
supporting operational systems and evaluate 
the reliability of data used by models.

Record-keeping and documentation
Documentation provides for continuity of 
operations, makes compliance with policy 
transparent, and helps track recommenda
tions, responses and exceptions. Failure to 
promulgate adequate record-keeping poli
cies and procedures, or to apply existing 
record-keeping protocols to compliance 
technology solutions, will drastically 
increase exposure to model risk. Even minor 
adjustments to a model in response to testing 
and validation can have major effects on 
performance. Detailed records must be 
maintained to enable effective oversight. It 
is important to ensure adequate record 
retention to preserve all key artefacts. Doc-
umentation of model development and 
validation should be suffi ciently detailed so 
that parties unfamiliar with a model can 
understand how the model operates, its lim
itations, and its key assumptions. The records 
should include analysis and support for key 
aspects of the system, including assumptions. 
Documenting decisions helps improve them 
through focusing thought and structure.

ADVERSE OUTCOMES ILLUSTRATED 
BY HUMAN TRAFFICKING
The regulatory trends and risks related to AI 
can be illustrated through consideration of 
the use of AI to combat money laundering 
associated with the crime of human traffi ck
ing.22 This case study reflects the experiences 
and understanding of both the human-
trafficking survivors and AML professionals 
with whom the authors have consulted, and 

the observations of the authors who practise 
in the area of human traffi cking prevention 
and compliance.

Regulatory focus
According to the US Department of the 
Treasury’s 2020 National Strategy for Com-
bating Terrorist and Other Illicit Financing, 
human traffi cking is one of the most signifi
cant illicit finance threats facing the USA and 
its financial systems.23 Recent and increased 
regulatory focus on detecting human traf
ficking in AML processes is clear. In October 
2020, the Financial Crimes Enforcement 
Network of the US Department of the  
Treasury (FinCEN) released its Supplemental 
Advisory on Identifying and Reporting 
Human Trafficking and Related Activity.24 
The Supplemental Advisory focuses on four 
evolving tactics used by human traffi ckers to 
carry out and hide the proceeds from their 
illicit operations: front companies, exploit
ative employment practices, funnel accounts 
and alternative payment methods.

Separately, and specific to this topic of this 
paper, the AMLA of 2020 requires that the 
Government Accountability Office (GAO) 
conduct studies and report on, among other 
things, ‘the role that emerging technologies, 
including artificial intelligence . . . ​and other 
innovative technologies, can play in assisting 
with and potentially enabling the laundering 
of proceeds from traffi cking’.25 On 30th 
June, 2021, the Office of the Comptroller of 
the Currency and other agencies issued an 
interagency statement explaining the new 
national AML/Combating the Financing of 
Terrorism priorities as published by FinCEN 
and other financial regulators in accordance 
with the AML Act of 2020.26 The new 
national priorities include ‘human traffi ck
ing and human smuggling’. Revised 
regulations will follow the newly announced 
priorities. That the regulators included 
human traffi cking in that short list is a clear 
indicator of anticipated enforcement.
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In 2020, Deutsche Bank was fined 
US$150m by the New York State Depart-
ment of Financial Services (NYSDFS) for 
compliance failures related to client Jeffrey 
Epstein, his sex traffi cking enterprise and cor
respondent banks. In the Consent Order, 
NYDFS found the Deutsche Bank ‘con-
ducted business in an unsafe and unsound 
manner [and] failed to maintain an effective 
and compliant anti-money laundering pro
gram’. Also in 2020, Westpac Bank was fined 
US$920m by the Australian Transaction 
Reports and Analysis Centre (Australia’s 
financial intelligence, AML and counter- 
terrorism regulator) for failures in AML 
reporting, record-keeping and detection, 
including transfers indicative of child sex traf
ficking. The Westpac fine is the largest paid to 
an Australian regulator for violation of money 
laundering laws to date. The increased regu
lation and enforcement mean that compliance 
professionals are having to refine their pro
cesses, which include reliance on AI.

Use of AI to detect human traffi cking
Financial institutions already employ tech
nology to detect human traffi cking in 
financial flows. Typologies that currently 
prompt AML professional review involve 
cash deposit and withdrawals, fund transfer 
size and frequency, account user relation
ships, payments for certain goods and 
services and use of virtual currency.27 Nota-
bly, typologies may reflect the behaviour of 
traffi ckers, or victims who are forced into 
financial transactions by traffi ckers. These 
typologies, pattern analysis and resulting 
Suspicious Activity Reports are an impor
tant part of law enforcement intervention in 
human traffi cking criminal conduct.28 The 
typologies leading to the alerts are manually 
adjusted based on Suspicious Activity Report 
results, regulatory guidance and risk toler
ance policies.

AI enhances human traffi cking detection 
by auto-refining the typologies based on 

previous accurate identification. Ideally, 
monitoring occurs across systems to include 
transactions involving personal and business 
bank accounts, prepaid accounts, mobile 
payment applications, third-party payment 
processing and wire transfers.29 AI can 
include risk profiles based on industry, busi
ness types (including inconsistencies in 
business types and hours of operation) and 
geography, and it ought to scan for, and 
learn about, the absence of transactions, 
including payments for housing and per
sonal care items, or patterns reflecting no 
payroll or income subsidy of any kind. Use 
of AI in this space is important due to the 
ever-increasing volume of unstructured data 
presented to financial institutions as part  
of customer due diligence, as well as the 
increasing regulatory pressures noted above.

Risks in AI
The expansion of AI to detect human traf
ficking will yield an increase in efficiency for 
detecting financial crimes. However, while 
using AI is helpful, relying on it too much, 
too little or erroneously in AML and account 
management can pose meaningful risk. 
Here are examples of adverse outcomes.

Siloed monitoring
AML systems that monitor only at the 

transaction level in an isolated environment 
without considering indicators that may 
exist on other financial institution platforms 
may be less effective at detecting illicit activ
ity. For example, a system designed to flag 
indicia of human traffi cking such as struc
turing, that is separating a large transaction 
into a series of smaller transactions below 
the applicable reporting threshold, may suc
cessfully determine that a series of deposits 
into the same account should be aggregated 
for reporting purposes. If, however, the 
transactions are dispersed across different 
payment media, such as money orders, wire 
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transfers, peer-to-peer payment platforms, 
cryptocurrency exchanges or prepaid 
accounts, a siloed monitoring system will be 
insuffi cient. In addition to the regulatory 
risk associated with facilitating undetected, 
apparently illicit financial activity, failure to 
identify proceeds of human traffi cking will 
also impede later efforts to obtain restitution 
for victims. Furthermore, even if a financial 
institution is capable of detecting patterns of 
illicit financial activity, failure to implement 
a holistic model to accommodate intra- 
platform contextual considerations could 
result in missed detection of victimisation 
and the unjust termination of a banking 
relationship without a complete picture of 
account-holder activities.

Erroneous detection of suspicious  
activity and de-banking
AI systems can learn to identify suspicious 
activity and automatically close suspicious 
accounts without further human interven
tion. While these systems may be attractive as 
large-scale risk management tools, they may 
also have the effect of blacklisting customers 
flagged as ‘high risk’. And because this infor
mation is often shared between affiliated 
financial institutions, an erroneous alert can 
not only disqualify a person from doing busi
ness with the bank that detects the alert, but 
also affect their ability to access credit, pay
ment systems and financial services at other 
institutions. Examples of profiles that are 
erroneously flagged and de-banked include 
workers in legitimate cash-intensive busi-
nesses (eg nail and hair salons, laundromats, 
bars and restaurants). Similarly, reports show 
that workers engaged in lawful sex work  
(eg exotic dancing, escort services, webcam 
modelling) are often de-banked due to 
account activity that seems, or is perceived to 
be, illicit.30 Exclusion is a reasonable response 
to suspected fraud or money laundering,  
but it becomes problematic when applied 
automatically and erroneously to customers 

whose legitimate activity resembles suspi
cious activity, creating barriers to accessing 
financial services that can directly prompt 
financial instability and personal suffering.

Many financial institutions use automated 
systems to decline or close accounts in response 
to activity indicating account mismanage
ment, such as a prolonged overdraft. However, 
this type of automated account closure could 
cause human traffi cking survivors to be pre-
vented from accessing financial services at a 
time when they are seeking financial recovery 
and independence. Without due diligence to 
understand the reason for the account mis
management and, where appropriate, offering 
an opportunity to develop financial literacy, 
an already vulnerable customer may be ren
dered more vulnerable upon loss of finan
cial services. This is particularly acute for 
survivors experiencing ongoing financial 
exploitation resulting from identity theft and 
delinquent credit.31

Regulators are increasingly focused on 
the evolving tactics of traffi ckers, behaviours 
of victims, and use of AI to aid in detection 
of this crime. To better protect vulnerable 
customers and mitigate risk to all stakehold
ers, financial institutions might consider AI 
improvements designed to identify human 
traffi cking activity in a manner that is both 
accurate and precise, and to avoid false 
positives.

CONCLUSION
Effective AI can reduce expense and drive 
customer satisfaction through consistent and 
compliant operations. Inadequate AI system 
design or input that leads to inaccurate or 
misinterpreted output may not be much dif
ferent from not receiving any output at all. 
And, as bankers have come to realise, regula
tors will not give an institution — even one 
with a complex AI system — a pass if it fails 
to accomplish its compliance goals. Thus,  
AI systems need to be carefully designed, 
monitored, and augmented. Integration with 
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existing data systems or with other AI sys
tems can directly assist in accomplishing an 
institution’s mission. In the end, an AI 
enhanced institution can improve its effi
ciency and efficacy while avoiding undesirable 
outcomes such as regulatory enforcement or 
customer dissatisfaction.
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