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AbstrAct

No lon ger just an issue of iso lated enter prise, reg u-
la tory or rep u ta tional risk for finan cial insti tu tions, 
com pli ance fail ures are indi ca tors of poten tial sys-
temic deficiencies that can frus trate the mis sion and 
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eth i cal goals of a firm. What is more, com pli ance 
fail ures may impede and com pro mise a finan cial 
insti tu tion’s abil ity to deliver core finan cial prod-
ucts and invest ments. Recent advance ments in data 
man age ment and com put ing capac ity have ush ered 
in a wave of busi ness tech nol ogy solu tions that rely 
on the power of arti fi cial intel li gence (AI) to trans-
form vast quan ti ties of data into use ful busi ness and 
risk man age ment infor ma tion. Financial insti tu-
tions uti lise these tech nol o gies to pre dict behaviour, 
make deci sions, iden tify threats and meet regu la-
tory require ments. An unin tended con se quence of  
the pro lif er a tion of Big Data and advanced ana lyt-
ics is the con com i tant expan sion of AI-driven mod-
els that tend to amplify social and eco nomic biases. 
As AI-based tech nol o gies expand across com pli-
ance and risk man age ment func tions, they must 
be sub ject to rig or ous exam i na tion and test ing.  
Robust model gov er nance must be a core com po-
nent of every finan cial insti tu tion’s over all risk 
man age ment and cor po rate gov er nance strat e gies. 
The extent of a finan cial insti tu tion’s model gov er-
nance must align with the extent and sophis ti ca tion 
of its model use. This paper sets out the reg u la tory 
trends related to AI in com pli ance and risk man-
age ment appli ca tions and the risks asso ci ated with 
inad e quate data man age ment, over-auto ma tion  
and other risk man age ment over sight fail ures. The 
pos si ble adverse out comes are illus trated by means 
of a case study relat ing to the detec tion of money 
laun der ing asso ci ated with human traf ck ing. Rec-
ommendations for model risk man age ment and 
model gov er nance fol low.

Keywords: arti fi cial intel li gence, AI, 
human traf fick ing, model risk man age-
ment, com pli ance

BACKGROUND
Compliance land scape
Compliance man age ment in bank ing 
changed dra mat i cally fol low ing the finan-
cial cri sis of 2008. New laws such as the 
Dodd-Frank Wall Street Reform and Con-
sumer Protection Act were passed by the  
US Congress.1 The pru den tial reg u la tory 

agencies sig nifi  cantly increased super vi sion 
and enforce ment of reg u la tory obli ga tions. 
At the same time, a new con sumer-focused 
reg u la tor was born in the Consumer Finan-
cial Protection Bureau (CFPB). These 
trans for ma tional changes to the finan cial 
reg u la tory frame work were under taken 
with the aim of pre vent ing a sim i lar cri sis 
from ever occur ring again. And, indeed, as 
one respected pub li ca tion suc cinctly noted: 
‘[t]en years later, mar ket par tic i pants and 
other com pa nies across the globe operate in 
a sig nifi  cantly altered land scape marked by 
height ened reg u la tory expec ta tions and 
punishing com pli ance costs, increas ingly 
active reg u la tory and crim i nal enforce ment 
world wide . . .’2

Regulatory scru tiny zoomed in not only 
on the core oper a tions of these orga ni sa tions, 
but also on their man ag ers and direc tors. 
Reform efforts sought to strengthen board 
over sight, posi tion risk man age ment as  
a key board respon si bil ity and to estab lish 
enhanced super vi sory standards for risk 
man age ment at larger insti tu tions.3 This  
reg u la tory scru tiny, com bined with inter nal 
demands, required finan cial insti tu tions to 
develop robust, work able com pli ance man-
age ment programmes that can account for 
increas ingly gran u lar oper a tional and reg u-
la tory require ments, as well as mon i tor ing 
and reporting on com pli ance with those 
require ments. As the com plex ity of this task 
has increased, insti tu tions are con tin u ally 
seek ing more sophis ti cated risk man age ment 
capabilities. AI is playing an impor tant role 
in help ing these insti tu tions to man age and 
ana lyse large vol umes of data.

Algorithms and AI
An algo rithm is an encoded pro ce dure — 
basi cally, a set of rules — used to ana lyse and 
trans form selected input into desired out put 
based on math e mat i cal assump tions. They 
can be used to sys tem at i cally model trends 
and make pre dic tions about future out comes 
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based on obser va tions about past occur-
rences. Algorithms are fuelled by data. 
Traditionally, there have been three major 
chal lenges to man ag ing large quan ti ties of 
data: ‘the increased Volume of data, the 
increased Velocity with which it is pro duced 
and processed, and the increased Variety of 
data types and sources’.4 Recent devel op-
ments in com put ing power and auto ma tion 
are allowing us to bet ter respond to these 
chal lenges by expanding our capac ity to col-
lect, store, ana lyse and trans fer data.

An indi vid ual algo rithm is a static set of 
instruc tions that car ries out a predetermined 
func tion upon a predetermined set of trig-
gers. AI, on the other hand, refers to a 
net work of com plex and adapt able algo-
rithms work ing to carry out a tar get func tion. 
AI sys tems operate by mod i fy ing indi vid ual 
algo rithms within the net work and pro duc-
ing new algo rithms when nec es sary. Capable 
of responding to var i a tions in the infor ma-
tion they encoun ter and learn ing to rec og nise 
new trig gers, AI sys tems are often used to 
rep li cate human deci sion mak ing. AI is 
enabling finan cial insti tu tions to ana lyse and 
trans form vast amounts of data to facil i tate 
com plex deci sion mak ing. But the use of AI 
sys tems can have unin tended social, legal  
and reg u la tory con se quences if not designed, 
used and mon i tored appro pri ately. These 
unin tended con se quences of the use of AI — 
par tic u larly those that exac er bate existing 
social and eco nomic biases — can pro lif er ate 
quickly as insti tu tions seek to lever age the 
power of AI at scale. As a result, AI sys tems 
require care ful eval u a tion in devel op ment, 
implementation and use. They also require 
ongo ing val i da tion efforts to avoid rep u ta-
tional, legal and reg u la tory risk.

REGULATORY TRENDS
For finan cial insti tu tions, the sheer power of 
AI to quickly ana lyse, inter pret and learn 
from data is rivalled only by its ver sa til ity. 
Fraud detec tion teams may lever age AI to 

ana lyse typ i cal charges to cus tomer credit 
cards to help iden tify new charges that are 
incon sis tent with prior usage and that may  
be indic a tive of fraud, while anti-money laun-
dering (AML) teams may use AI to iden tify 
new bank ing activ ity that could be asso ci ated 
with money laun der ing. In other cases, busi-
nesses may seek to use AI to eval u ate finan cial 
data and demo graphic or behavioural  
char ac ter is tics to cre ate targeted mar ket ing 
cam paigns for their prod ucts and ser vices, or 
to make credit or invest ment deci sions.

If an AI tool is not care fully mon i tored, 
the sys tem may auton o mously recalibrate 
fraud detec tion sys tems so that they  
rou tinely decline legit i mate cus tomer trans-
ac tions, resulting, at a min i mum, in 
cus tomer dis sat is fac tion and frus tra tion. 
Poor data man age ment prin ci ples could, for 
instance, result in an AI sys tem incor rectly 
read ing a ven dor loca tion of ‘CA’ as Canada 
and tag ging a trans ac tion as sus pi cious, 
rather than cor rectly read ing ‘CA’ as a ref er-
ence to California, where the trans ac tion 
would not have given cause for sus pi cion. 
Although it may seem help ful, using an AI 
tool that is not appro pri ately risk-reviewed 
and supplemented by human over sight may 
result in the incor po ra tion of biased assump-
tions and lead to ille gal dis crim i na tory 
prac tices.

Whatever a finan cial insti tu tion’s needs 
may be, there is likely to be some AI- 
powered sys tem adver tised as capa ble of 
meet ing them faster and more con sis tently 
than the insti tu tion would oth er wise be  able 
to do. With AI deployed in so many con-
texts, in ways that may affect not only the 
prod ucts and ser vices a cus tomer may be 
offered, but also the terms on which they are 
pro vided, the use of AI was bound to attract 
the atten tion of leg is la tors and reg u la tors. 
Haunted by the risk man age ment fail ures 
that con trib uted to the 2008 finan cial cri sis, 
law mak ers are focused intently on under-
stand ing how firms man age the risks of AI. 
Financial insti tu tions should fully expect to 
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become the tar get of super vi sory and 
enforce ment actions in instances where they 
have failed to imple ment a rea son able risk 
man age ment frame work to address the 
poten tial risks of AI, par tic u larly in cases 
where con sum ers have been dis crim i nated 
against or oth er wise adversely affected.5

US pol icy devel op ments
Recent devel op ments indi cate increased reg-
u la tory atten tion on the risks asso ci ated with 
finan cial insti tu tions’ reli ance on AI. In the 
USA, the National Artificial Intelligence Ini-
tiative Act of 2020 (the AI Initiative) was 
passed as an adden dum to the National 
Defense Authorization Act for Fiscal Year 
2021 (the NDAA).6 It pro vi des for a broad 
coor di nated effort to accel er ate AI research 
across the var i ous instrumentalities of the 
fed eral gov ern ment. As part of the AI Initia-
tive, the Director of the Office of Science and 
Technology Policy is coor di nat ing their 
efforts on AI with the Department of Com-
merce, the National Science Foundation and 
the Department of Energy. They are charged 
with establishing an Interagency Committee 
to, among other things, sup port research on 
the eth i cal, legal, envi ron men tal, safety, 
secu rity, bias and other issues asso ci ated with 
the use of AI.7 In addi tion, the National Insti-
tute of Standards and Technology will be 
empowered to develop best prac tices and  
vol un tary stan dards for trust wor thy AI.8 The 
stan dards could include establishing com mon 
defi  ni tions and characterisations for ‘explain-
ability, trans par ency, safety, pri vacy, secu rity, 
robust ness, fair ness, bias, eth ics, val i da tion, 
ver i fi ca tion, inter pret abil ity and other prop-
er ties related to arti fi cial intel li gence sys tems 
that are com mon across all  sec tors …’9

The Anti-Money Laundering Act of 
2020 (the AMLA) is also part of the NDAA. 
The AMLA rep re sents the most sig nifi  cant 
change to the USA’s bank secrecy, AML and 
counter-ter ror ist financ ing regime since the 
USA PATRIOT Act of 2001, and it includes 

US fed eral gov ern ment sup port for auto-
mated com pli ance pro cesses.10 It also 
addresses seri ous con cerns regard ing the 
poten tial use of AI to com mit finan cial 
crimes. It con tains a pro vi sion requir ing the 
Comptroller General of the United States to 
carry out a study on the role that emerg ing 
tech nol o gies, includ ing AI, can play in 
assisting with, and poten tially enabling, the 
laun der ing of pro ceeds from human-traf-
fick ing activ ity.

In addi tion to enacted leg is la tion, there 
have been other leg is la tive pro pos als designed 
to raise aware ness of the risks of deploying 
AI. For instance, H.R. 2231, the Algorithmic 
Accountability Act of 2019, would have 
required cov ered com mer cial enti ties to con-
duct assess ments of their use of high-risk  
sys tems, includ ing AI, that may con trib ute to 
bias and dis crim i na tion or that make auto-
mated deci sions, includ ing by eval u at ing 
con sumer behav iours.

Concern with the increas ing use of AI 
and its unin tended con se quences is not lim-
ited to the leg is la tive branch. Administrative 
agencies have also under taken their own 
efforts to ascer tain the nature and extent of 
AI usage. In March 2021, fed eral bank agen-
cies issued an inter agency request for 
infor ma tion on finan cial insti tu tions’ use of 
AI and machine learn ing in the pro vi sion of 
ser vices to cus tom ers and for other busi ness 
or oper a tional pur poses.11 The agencies 
sought input from finan cial insti tu tions and 
pri vate sec tor stake hold ers regard ing model 
gov er nance prin ci ples, risk man age ment 
approaches and con trol pro cesses that allow 
finan cial insti tu tions to deploy AI-enabled 
sys tems in a man ner con sis tent with over all 
safety and sound ness.

Specific risks high lighted in the request 
for infor ma tion and com ment include: an 
inabil ity to explain how AI arrives at its out-
comes; lim i ta tions of dataset that AI may use 
to iden tify pat terns and cor re la tions in gen-
er at ing pre dic tions; and the abil ity of AI to 
update itself and evolve with out human 
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inter ac tion.12 The agencies are expected to 
use the broad-based input received from the 
request to inform their views on whether 
fur ther super vi sory clar i fi ca tion would help 
in aiding finan cial insti tu tions to use AI in a 
safe and sound man ner.13

Non-US devel op ments
Efforts to proactively address the rise of AI 
usage are not lim ited to those in the USA. In 
the EU, the dearth of com pre hen sive and 
effec tual stan dards governing the use of data-
driven AI mod els is emerg ing as an area of 
major pub lic con cern. In April 2021, the 
Euro pean Commission released a pro posal 
for a reg u la tion, also known as the Artificial 
Intelligence Act, outlining harmonised rules 
on AI with the goal of ‘address[ing] the  
opac ity, com plex ity, bias, a cer tain degree of 
unpre dict abil ity and par tially auton o mous 
behav iour of cer tain AI sys tems, to ensure 
their com pat i bil ity with fun da men tal rights 
and to facil i tate the enforce ment of legal 
rules’.14 The act spe cifi  cally addresses AI sys-
tems used by reg u lated finan cial insti tu tions, 
aiming to ensure syn chro nous and non-
dupli ca tive enforce ment of the pro posed 
reg u la tions under the Act, along with the rel-
e vant rules and require ments under existing 
EU finan cial ser vices leg is la tion. In the UK, 
the Financial Conduct Authority and the 
Bank of England launched a pub lic and pri-
vate sec tor forum in Octo ber 2020 to 
under stand the uses and impacts of AI on the 
UK’s finan cial mar kets. The forum will hold 
quar terly meet ings focused on data, model 
risk man age ment and gov er nance.15

In Asia, the Monetary Authority of Sin-
gapore (the MAS) released a set of prin ci ples 
in late 2018 for the respon si ble use of artifi-
cial intelligence for data analytics (AIDA) in 
prod uct and ser vices deci sion mak ing.16 The 
MAS cited the height ened poten tial risk of 
sys temic mis use posed by the increas ing 
prev a lence of AIDA, as com pared to human 
deci sion mak ers.17 The prin ci ples address 

the need to ensure indi vid u als or groups are 
not sys tem i cally dis ad van taged through 
deci sions made by AIDA; that AIDA usage 
aligns with the firm’s eth i cal stan dards, val-
ues and codes of con duct; that there is 
appro pri ate inter nal and exter nal account-
abil ity for the firm’s use of AIDA; and that 
firms are trans par ent in their usage of AIDA, 
what data is used and how it is used, and the 
con se quences of AIDA-driven deci sions.18

MODEL RISK MANAGEMENT
AI deci sion mak ing and deci sion-facil i tat ing 
sys tems can be used across an orga ni sa tion 
and, there fore, can cre ate true enter prise-
wide risk and poten tially result in finan cial 
losses, rep u ta tional dam age, stra te gic deci-
sion-mak ing fail ures and cus tomer harm. As 
a result, a strong gov er nance frame work is 
essen tial to ensur ing that AI sys tems are 
devel oped, val i dated, implemented, and used 
appro pri ately. In its most recent ‘Model Risk 
Management Handbook’, the Office of the 
Comptroller of the Currency (the OCC) 
high lights sound AI risk man age ment activ i-
ties, includ ing: conducting appro pri ate due 
dil i gence and risk assess ments when AI is 
implemented; ensur ing the bank has appro-
pri ately qual i fied staff to imple ment, operate 
and con trol risks asso ci ated with AI; hav ing 
an inven tory of AI uses across the bank; iden-
ti fy ing the level of risk asso ci ated with each 
AI usage; establishing clear param e ters for the 
use of AI; hav ing a pro cess for effec tively val-
i dat ing that AI usage results in sound 
out comes that are not unfair or biased; and 
hav ing effec tive tech nol ogy con trols.19 A few 
of the risks asso ci ated with AI, and prac tices 
to help man age those, are outlined below.

Model devel op ment
Before it is put into use, a model must learn 
to per form its tar get func tion through expo-
sure to large vol umes of train ing data. One 
of the prin ci pal sources of model risk is poor 
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train ing data man age ment. For exam ple, 
when a model is trained on data col lected in 
a man ner that is incon sis tent with appli ca ble 
law or reg u la tion — or is just wrong — the 
out put will be faulty. Also, when a model is 
trained on a dataset that is prop erly col lected 
but does not rep re sent the sec tor of the pop-
u la tion that the model will ulti mately be 
applied to, it will not per form appro pri ately. 
For exam ple, it may pre dict or direct out-
comes that harm the intended cus tom ers.

Financial insti tu tions must also be aware 
of the confounding effects of biased train ing 
data dur ing the model devel op ment phase. 
This latent bias may orig i nate from cumu la-
tive error when attempting to teach a model 
to rec og nise ‘good’ and ‘bad’ out comes. If, 
for exam ple, a sus pi cious activ ity detec tion 
model is trained on a dataset intended to 
include gen u ine trans ac tion infor ma tion, 
that data sub set may inad ver tently include 
infor ma tion relat ing to undis cov ered illicit 
finan cial activ ity. In such a case, the model 
would ‘learn’ that cer tain ille gal trans ac tions 
are actu ally accept able.

While some poten tial areas of bias may be 
clear or eas ier to iden tify, insti tu tions should 
not under es ti mate the poten tial for latent 
bias to influ ence the devel op ment of a full 
range of deci sion mak ing across the com-
pany, resulting in con tin ued inequal ity. In a 
2018 address on the oppor tu ni ties and risks 
of finan cial insti tu tions leverag ing AI,  
Governor Lael Brainard of the Board of 
Governors of the Federal Reserve System 
cited a reported instance of a com pany using 
an AI tool to assist in its hir ing of soft ware 
devel op ers. Trained on the CVs of prior 
appoin tees, who were over whelm ingly male, 
the AI tool’s learn ings led it to exclude the 
CVs of grad u ates from two women’s col le-
ges.20 Heightened vig i lance is nec es sary to 
iden tify the poten tial for latent driv ers of bias 
within datasets and also for the pos si bil ity 
that a model devel oper may view some out-
come inequalities in a model as sim ply 
nat u ral and accept able.

Firms should ensure con sis tent pro to cols 
for data col lec tion, processing and struc tur-
ing, and ensure that the tar get pop u la tion is 
well represented. Training data pro to cols 
should address the fol low ing: (a) how to 
iden tify and doc u ment the source and prov-
e nance of data; (b) how to make deci sions 
about what data to include or exclude from 
the train ing datasets; (c) how to define, and 
poten tially exclude, non-use ful out li ers; (d) 
pro to cols for transforming data in order to 
make it recognisable to the model.

Another crit i cal area of focus for insti tu-
tions in AI risk man age ment is ensur ing that 
model devel op ment teams do not con sist 
solely of those indi vid u als with suffi  cient 
qual i fi ca tions and the skills needed sim ply  
to build the model. The teams must also 
include busi ness, oper a tions, risk and com-
pli ance and legal mem bers who can pro vide 
the nec es sary insight and knowl edge to 
iden tify and address its poten tial risks and 
weaknesses. Model devel op ers may have the 
math e mat i cal or pro gram ming skills nec es-
sary to cre ate a model, but it should not be 
sur pris ing if these tech ni cal model build ers 
do not have a full appre ci a tion of the com-
pli ance risks, for instance, that a credit 
decisioning model may gen er ate and how 
those risks can be iden ti fied and miti gated. 
Institutions should lever age their inven tory 
of AI uses and assess their related risks to 
deter mine the over all skill sets and level of 
input needed to prop erly assess and man age 
those risks.

Model super vi sion
Automated sys tems often cause human value 
judg ments to be viewed through the veil of 
abstract com pu ta tional objectivity, thereby 
alien at ing them from insti tu tional account-
abil ity struc tures. But every model is an 
assem blage of ‘insti tu tion ally situated code, 
prac tices, and norms with the power to  
cre ate, sus tain, and sig nify rela tion ships 
among peo ple and data through min i mally 
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observ able, semi au ton o mous action’.21 And, 
as with any assem blage of insti tu tional actors, 
human or non human, there are no sub sti-
tutes for the value of expe ri enced human 
deci sion mak ing. Model super vi sion fail ures 
and over re li ance on AI sys tems as the sole 
basis for deci sion mak ing is another crit i cal 
source of risk.

Human inter ac tion should be a core com-
po nent at all  stages of model devel op ment 
and use. From a cor po rate gov er nance per-
spec tive, roles and respon si bil i ties and lines 
of reporting within the model risk man age-
ment frame work should be clearly defined 
by man age ment. Governance should include 
assigning con trol groups and model own ers, 
who are ulti mately account able for devel op-
ment, implementation and use of each 
indi vid ual model. Model risk man age ment 
pol i cies and pro ce dures should also out line 
the types of func tions and deci sions that 
require human cor rob o ra tion in the form  
of doc u men tary evi dence, cer ti fi ca tions, or 
some other arte fact to sup port deci sions that 
are made pri mar ily based on model out put.

Effective model super vi sion will require 
more than just the par tic i pa tion of man-
agement. Employee train ing should also 
empha sise that the human actors are respon-
si ble for polic ing the algo rithms, and not the 
other way around. Employees engaged in 
the devel op ment and implementation of the 
model should be instructed to assume the 
fal li bil ity of the model and to flag any issues 
they notice rather than assum ing that the AI 
sys tem will detect it or that respon si bil ity for 
iden ti fy ing issues instead resides with inde-
pen dent risk man age ment or audit func tions. 
This is an impor tant part of cre at ing a cul-
ture of com pli ance across all  func tions.

Testing and val i da tion
Testing and val i da tion are essen tial com po-
nents of model gov er nance. They allow 
devel op ers to iden tify instances in which  
a model is fail ing to per form its tar get 

func tion. Model risk man age ment pol i cies 
and pro ce dures should estab lish stan dards for 
test ing and val i da tion, includ ing the scope 
and fre quency of those activ i ties, both before 
mod els are put into pro duc tion and on an 
ongo ing basis there af ter. Specifically, finan-
cial insti tu tions should estab lish pro to cols 
for peri odic eval u a tion of the con cep tual 
sound ness and key under ly ing assump tions 
of each model using a vari ety of ana ly ses. 
The required fre quency of these val i da tion 
exer cises should be deter mined based on the 
level of risk inher ent in the model itself and 
account ing for the risk asso ci ated with the 
activ i ties it sup ports.

The model risk man age ment frame work 
should also account for val i da tion of ven dor 
mod els and eval u a tion of data pro duced using 
other third-party mod els. A des ig nated inter-
nal party should be respon si ble for ver i fy ing 
that the agreed upon scope of work has been 
com pleted. The same party should eval u ate 
and track iden ti fied issues to ensure they are 
addressed. The respon si ble party can be an 
indi vid ual, a pro ject team or a depart ment, 
depending upon the size and appli ca bil ity of 
the model. Institutions should ensure that all  
nec es sary author ity to inspect the mod els is 
included in any con tracts with third-party 
ven dors, par tic u larly with respect to pro pri e-
tary third-party tech nol o gies.

Internal audit
If a finan cial insti tu tion relies on AI-driven 
sys tems, its inter nal audit func tion should 
ver ify that: (a) model own ers and con trol 
groups are com ply ing with pol i cies and pro-
ce dures; (b) val i da tions are performed in a 
timely man ner; (c) mod els are sub ject to  
con trols that appro pri ately account for any 
weaknesses in val i da tion activ i ties. They 
should fur ther eval u ate pro cesses for estab-
lishing and mon i tor ing lim its on model usage 
and deter mine whether pro ce dures for updat-
ing mod els are clearly documented. Their 
pro to cols should include test ing whether 
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eval u a tion pro ce dures are being car ried out as 
spec i fied and check that model own ers and 
con trol groups are meet ing doc u men ta tion 
stan dards. The pro cess should include review-
ing the crit i cal ele ment of risk reporting. 
Finally, they should per form assess ments of 
supporting oper a tional sys tems and eval u ate 
the reli abil ity of data used by mod els.

Record-keeping and doc u men ta tion
Documentation pro vi des for con ti nu ity of 
oper a tions, makes com pli ance with pol icy 
trans par ent, and helps track rec om men da-
tions, responses and excep tions. Failure to 
pro mul gate ade quate record-keep ing pol i-
cies and pro ce dures, or to apply existing 
record-keep ing pro to cols to com pli ance 
tech nol ogy solu tions, will dras ti cally 
increase expo sure to model risk. Even minor 
adjust ments to a model in response to test ing 
and val i da tion can have major effects on 
per for mance. Detailed records must be 
maintained to enable effec tive over sight. It 
is impor tant to ensure ade quate record 
reten tion to pre serve all  key arte facts. Doc-
umentation of model devel op ment and 
val i da tion should be suffi  ciently detailed so 
that parties unfa mil iar with a model can 
under stand how the model operates, its lim-
i ta tions, and its key assump tions. The records 
should include anal y sis and sup port for key 
aspects of the sys tem, includ ing assump tions. 
Documenting deci sions helps improve them 
through focus ing thought and struc ture.

ADVERSE OUTCOMES ILLUSTRATED 
BY HUMAN TRAFFICKING
The reg u la tory trends and risks related to AI 
can be illus trated through con sid er ation of 
the use of AI to com bat money laun der ing 
asso ci ated with the crime of human traffi ck-
ing.22 This case study reflects the expe ri ences 
and under stand ing of both the human-
traffick ing sur vi vors and AML pro fes sion als 
with whom the authors have consulted, and 

the obser va tions of the authors who prac tise 
in the area of human traffi ck ing pre ven tion 
and com pli ance.

Regulatory focus
According to the US Department of the 
Treasury’s 2020 National Strategy for Com-
bating Terrorist and Other Illicit Financing, 
human traffi ck ing is one of the most sig nifi -
cant illicit finance threats fac ing the USA and 
its finan cial sys tems.23 Recent and increased 
reg u la tory focus on detecting human traf-
fick ing in AML pro cesses is clear. In Octo ber 
2020, the Financial Crimes Enforcement 
Network of the US Department of the  
Treasury (FinCEN) released its Supplemental 
Advisory on Identifying and Reporting 
Human Trafficking and Related Activity.24 
The Supplemental Advisory focuses on four 
evolv ing tac tics used by human traffi ck ers to 
carry out and hide the pro ceeds from their 
illicit oper a tions: front com pa nies, exploit-
ative employ ment prac tices, funnel accounts 
and alter na tive pay ment meth ods.

Separately, and spe cific to this topic of this 
paper, the AMLA of 2020 requires that the 
Government Accountability Office (GAO) 
con duct stud ies and report on, among other 
things, ‘the role that emerg ing tech nol o gies, 
includ ing arti fi cial intel li gence . . .  and other 
inno va tive tech nol o gies, can play in assisting 
with and poten tially enabling the laun der ing 
of pro ceeds from traffi ck ing’.25 On 30th 
June, 2021, the Office of the Comptroller of 
the Currency and other agencies issued an 
inter agency state ment explaining the new 
national AML/Combating the Financing of 
Terrorism pri or i ties as published by FinCEN 
and other finan cial reg u la tors in accor dance 
with the AML Act of 2020.26 The new 
national pri or i ties include ‘human traffi ck-
ing and human smug gling’. Revised 
reg u la tions will fol low the newly announced 
pri or i ties. That the reg u la tors included 
human traffi ck ing in that short list is a clear 
indi ca tor of antic i pated enforce ment.
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In 2020, Deutsche Bank was fined 
US$150m by the New York State Depart-
ment of Financial Services (NYSDFS) for 
com pli ance fail ures related to cli ent Jeffrey 
Epstein, his sex traffi ck ing enter prise and cor-
re spon dent banks. In the Consent Order, 
NYDFS found the Deutsche Bank ‘con-
ducted busi ness in an unsafe and unsound 
man ner [and] failed to main tain an effec tive 
and com pli ant anti-money laun der ing pro-
gram’. Also in 2020, Westpac Bank was fined 
US$920m by the Aus tra lian Transaction 
Reports and Analysis Centre (Australia’s 
finan cial intel li gence, AML and counter- 
ter ror ism reg u la tor) for fail ures in AML 
reporting, record-keep ing and detec tion, 
includ ing trans fers indic a tive of child sex traf-
fick ing. The Westpac fine is the larg est paid to 
an Aus tra lian reg u la tor for vio la tion of money 
laun der ing laws to date. The increased reg u-
la tion and enforce ment mean that com pli ance 
pro fes sion als are hav ing to refine their pro-
cesses, which include reli ance on AI.

Use of AI to detect human traf ck ing
Financial insti tu tions already employ tech-
nol ogy to detect human traffi ck ing in 
finan cial flows. Typologies that cur rently 
prompt AML pro fes sional review involve 
cash deposit and with draw als, fund trans fer 
size and fre quency, account user rela tion-
ships, pay ments for cer tain goods and 
ser vices and use of vir tual cur rency.27 Nota-
bly, typol o gies may reflect the behav iour of 
traffi ck ers, or vic tims who are forced into 
finan cial trans ac tions by traffi ck ers. These 
typol o gies, pat tern anal y sis and resulting 
Suspicious Activity Reports are an impor-
tant part of law enforce ment inter ven tion in 
human traffi ck ing crim i nal con duct.28 The 
typol o gies lead ing to the alerts are man u ally 
adjusted based on Suspicious Activity Report 
results, reg u la tory guid ance and risk tol er-
ance pol i cies.

AI enhances human traffi ck ing detec tion 
by auto-refin ing the typol o gies based on 

pre vi ous accu rate iden ti fi ca tion. Ideally, 
mon i tor ing occurs across sys tems to include 
trans ac tions involv ing per sonal and busi ness 
bank accounts, pre paid accounts, mobile 
pay ment appli ca tions, third-party pay ment 
processing and wire trans fers.29 AI can 
include risk pro files based on indus try, busi-
ness types (includ ing inconsistencies in 
busi ness types and hours of oper a tion) and 
geog ra phy, and it ought to scan for, and 
learn about, the absence of trans ac tions, 
includ ing pay ments for hous ing and per-
sonal care items, or pat terns reflecting no 
pay roll or income sub sidy of any kind. Use 
of AI in this space is impor tant due to the 
ever-increas ing vol ume of unstruc tured data 
presented to finan cial insti tu tions as part  
of cus tomer due dil i gence, as well as the 
increas ing reg u la tory pres sures noted above.

Risks in AI
The expan sion of AI to detect human traf-
fick ing will yield an increase in effi ciency for 
detecting finan cial crimes. However, while 
using AI is help ful, rely ing on it too much, 
too lit tle or erro ne ously in AML and account 
man age ment can pose mean ing ful risk. 
Here are exam ples of adverse out comes.

Siloed mon i tor ing
AML sys tems that mon i tor only at the 

trans ac tion level in an iso lated envi ron ment 
with out con sid er ing indi ca tors that may 
exist on other finan cial insti tu tion plat forms 
may be less effec tive at detecting illicit activ-
ity. For exam ple, a sys tem designed to flag 
indi cia of human traffi ck ing such as struc-
tur ing, that is sep a rat ing a large trans ac tion 
into a series of smaller trans ac tions below 
the appli ca ble reporting thresh old, may suc-
cess fully deter mine that a series of depos its 
into the same account should be aggre gated 
for reporting pur poses. If, how ever, the 
trans ac tions are dis persed across diff er ent 
pay ment media, such as money orders, wire 
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trans fers, peer-to-peer pay ment plat forms, 
cryptocurrency exchanges or pre paid 
accounts, a siloed mon i tor ing sys tem will be 
insuffi  cient. In addi tion to the reg u la tory 
risk asso ci ated with facil i tat ing unde tected, 
appar ently illicit finan cial activ ity, fail ure to 
iden tify pro ceeds of human traffi ck ing will 
also impede later efforts to obtain res ti tu tion 
for vic tims. Furthermore, even if a finan cial 
insti tu tion is capa ble of detecting pat terns of 
illicit finan cial activ ity, fail ure to imple ment 
a holis tic model to accom mo date intra- 
plat form con tex tual con sid er ations could 
result in missed detec tion of victimisation 
and the unjust ter mi na tion of a bank ing 
rela tion ship with out a com plete pic ture of 
account-holder activ i ties.

Erroneous detec tion of sus pi cious  
activ ity and de-bank ing
AI sys tems can learn to iden tify sus pi cious 
activ ity and auto mat i cally close sus pi cious 
accounts with out fur ther human inter ven-
tion. While these sys tems may be attrac tive as 
large-scale risk man age ment tools, they may 
also have the effect of blacklisting cus tom ers 
flagged as ‘high risk’. And because this infor-
ma tion is often shared between affil i ated 
finan cial insti tu tions, an erro ne ous alert can 
not only dis qual ify a per son from doing busi-
ness with the bank that detects the alert, but 
also affect their abil ity to access credit, pay-
ment sys tems and finan cial ser vices at other 
insti tu tions. Examples of pro files that are 
erro ne ously flagged and de-banked include 
work ers in legit i mate cash-inten sive busi-
nesses (eg nail and hair salons, laundromats, 
bars and res tau rants). Similarly, reports show 
that work ers engaged in law ful sex work  
(eg exotic danc ing, escort ser vices, webcam 
mod el ling) are often de-banked due to 
account activ ity that seems, or is per ceived to 
be, illicit.30 Exclusion is a rea son able response 
to suspected fraud or money laun der ing,  
but it becomes prob lem atic when applied 
auto mat i cally and erro ne ously to cus tom ers 

whose legit i mate activ ity resem bles sus pi-
cious activ ity, cre at ing bar ri ers to accessing 
finan cial ser vices that can directly prompt 
finan cial insta bil ity and per sonal suff er ing.

Many finan cial insti tu tions use auto mated 
sys tems to decline or close accounts in response 
to activ ity indi cat ing account mis man age-
ment, such as a prolonged over draft. However, 
this type of auto mated account clo sure could 
cause human traffi ck ing sur vi vors to be pre-
vented from accessing finan cial ser vices at a 
time when they are seek ing finan cial recov ery 
and inde pen dence. Without due dil i gence to 
under stand the rea son for the account mis-
man age ment and, where appro pri ate, offer ing 
an oppor tu nity to deve lop finan cial lit er acy, 
an already vul ner able cus tomer may be ren-
dered more vul ner a ble upon loss of finan-
cial ser vices. This is par tic u larly acute for 
sur vi vors expe ri enc ing ongo ing finan cial 
exploi ta tion resulting from iden tity theft and 
delin quent credit.31

Regulators are increas ingly focused on 
the evolv ing tac tics of traffi ck ers, behav iours 
of vic tims, and use of AI to aid in detec tion 
of this crime. To bet ter pro tect vul ner a ble 
cus tom ers and mit i gate risk to all  stake hold-
ers, finan cial insti tu tions might con sider AI 
improve ments designed to iden tify human 
traffi ck ing activ ity in a man ner that is both 
accu rate and pre cise, and to avoid false 
pos i tives.

CONCLUSION
Effective AI can reduce expense and drive 
cus tomer sat is fac tion through con sis tent and 
com pli ant oper a tions. Inadequate AI sys tem 
design or input that leads to inac cu rate or 
misinterpreted out put may not be much dif-
fer ent from not receiv ing any out put at all . 
And, as bank ers have come to realise, reg u la-
tors will not give an insti tu tion — even one 
with a com plex AI sys tem — a pass if it fails 
to accom plish its com pli ance goals. Thus,  
AI sys tems need to be care fully designed, 
mon i tored, and aug mented. Integration with 
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existing data sys tems or with other AI sys-
tems can directly assist in accomplishing an 
insti tu tion’s mis sion. In the end, an AI 
enhanced insti tu tion can improve its effi-
ciency and effi cacy while avoiding unde sir able 
out comes such as reg u la tory enforce ment or 
cus tomer dis sat is fac tion.
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